SmartCap: User Experience-Oriented Power Adaptation for Smartphone’s Application Processor
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Abstract—Power efficiency is increasingly critical to battery-powered smartphones. Given the using experience is most valued by the user, we propose that the power optimization should directly respect the user experience. We conduct a statistical sample survey and study the correlation among the user experience, the system runtime activities, and the minimal required frequency of an application processor. This study motivates an intelligent self-adaptive scheme, SmartCap, which automatically identifies the most power-efficient state of the application processor according to system activities. Compared to prior Linux power adaptation schemes, SmartCap can help save power from 11% to 84%, depending on applications, with little decline in user experience.

I. INTRODUCTION

Nowadays people are enjoying the multi-functional smartphones such as Apple iPhone and Android Phones, but also annoyed by the gradual shrinking stand-by period. Even the state-of-the-art lithium batteries with capacity of kilo-milliampere hour energy can hardly sustain the power-hungry smartphones over 24 hours per recharge period under regular intensity of usage. Given the slowly increased battery capacity, we have to resort to developing more “economical” power usage to make our smartphones stand longer hours.

This paper focuses on application processors (APs) which play an increasingly important role in smartphones. AP is the key execution engine for various prevalent applications such as games, browsers, productivity tools. These applications consume even more power than the traditional communication components, making AP increasingly power-consuming.

User experience (UX) is the primary, if not the only, metric to evaluate smartphones; therefore when optimizing power usage for smartphones, we should directly respect to UX. This goal is different from traditionally theoretical peak performance or throughput which inclines to over-provision computational resources in smartphones, hence leading to poor power efficiency. In this paper, we find that a UX-oriented power management strategy will open a new power-saving opportunity.

We propose SmartCap, a novel scheme that only relies on the smartphone’s runtime activities to infer the AP’s proper power/performance state on which the power saving is achieved without compromising with UX. The runtime activities are obtained by fully taking advantage of the various sensors and system monitoring knobs built in current smartphones.

In particular, we make the following contributions:

• We quantitatively study the correlation between the runtime activity and UX, and discover the opportunity for power saving in smartphones.
• We build an inference model based on sample survey. This model is fed with the runtime statistics and yield the most power-efficient performance/power state of AP.

II. THE STUDY OF USER EXPERIENCE

Although UX usually represents a subjective feeling [1][2], it is still measurable with statistical approaches. In this section, we first present the experimental platform and applications, then quantitatively characterize the UX based on a statistical sample survey, and finally introduce the motivation.

A. Experimental Setup

Platform: We use Motorola ME525 running Android 2.2 operating system (OS) as the experimental platform. The ME525 has a TI OMAP3610 chipset with an ARM Cortex A8 application processor equipped with Dynamic Frequency Scaling (DFS) supporting 300MHz, 600MHz, and 800MHz, a PowerVR SGX530 integrated GPU, and a 3.7 inch 16 million pixel TFT screen. Overall, this platform aims to represent the state-of-the-art smartphone configuration.

Applications: We choose 6 hot applications which intend to represent different usage scenarios. For example, Talking Tom, Fruit Ninja, and Snow Pro aim to represent three distinctive types of games; Storm to multimedia playing, UC Browser to web surfing, QQ to social network applications. For each application, we define a set of specific experience steps for the user to follow, thereby ensuring that every user fully exercise the applications.

B. Motivation: Sample Survey on User Experience

We polled 20 users on the satisfaction over a range of applications under different processor frequency rate. During each testing session, we randomly shuffle the frequencies and do not leak the engaged frequency to the user. We classify the user experience into three ranks: Poor, Acceptable, and Good.

We first show the distribution of UX on six applications in Figure 1. Each bar denotes the number of users on the corresponding experience levels. Intuitively, we anticipate the proportion of users grading “Good” experience should increase with higher frequency, while that of the “Poor” should decrease, as Talking Tom, Snow Pro, and Storm show. However, some results clearly go against this intuition: the distribution of Fruit Ninja and UC Browser, for example, does not change much from 600MHz to 800MHz. The similar situation also applies to QQ when frequency shifting from 300MHz to 600MHz. We call the frequency beyond which the user experience is improved little as “saturated frequency”. This phenomenon happens in most applications of our study. By identifying these saturated frequency rate, we can save power by avoiding the unnecessarily higher frequency.

For convenience in the rest of the paper, we define UX as Eq.(1) shows.

\[ UX = \frac{w_1 \times N_1 + w_2 \times N_2 + w_3 \times N_3}{N_1 + N_2 + N_3} \]  (1)
where, \( w_1, w_2, w_3 \) denote the weight for three levels of satisfactory (Poor, Acceptable, Good), and \( N_1, N_2, N_3 \) is the number of users grading the corresponding experience degree. In this paper, we assign \( w_1, w_2, w_3 \) to 1, 2, 3, respectively. So UX should be between 1 and 3, and higher UX reflects better user experience.

III. SMARTCAP APPROACH

Given a runtime session, the objective of SmartCap is to automatically figure out the saturated frequency, at which the UX is still close to that at highest frequency.

A. Rationale for Frequency-Capping

Ideal DFS operations should be able to automatically avoid frequency over-provisioning. However, the current Linux "ONDEMAND" DFS algorithm is far from ideal. The details of the algorithm is shown in Figure 4. We can see that the Linux ONDEMAND algorithm tunes the frequency according to only CPU utilization.

However, only relying on CPU utilization can not guide a power-efficient DFS scheme well. Take UC Browser for example, as shown in Figure 2, when the ONDEMAND algorithm [3] takes over the target system, UC Browser spends almost 40% of its time at the frequency of 800Mhz — a clearly over-provisioning as the sampling survey indicates in section II-B. However we tune UP_THRESHOLD, we cannot escape from the similar situation of power inefficiency. This phenomenon actually is not rare in our study. According to the trace of CPU utilization, as shown in Figure 3, we can infer that even though UP_THRESHOLD is set to 100%, the most aggressive mode, there is also nearly 25% time at 800Mhz for UC Browser.

We take another way, i.e. frequency-capping to eliminate frequency over-provisioning. This optimization can be readily integrated into the baseline Linux DFS algorithm. The key idea is to adaptively restricting the highest_frequency. Referring to UC Browser, setting the frequency cap at 600Mhz can totally avoid the over-provisioning of 800Mhz, and meanwhile won’t compromise the time at 300Mhz. As Figure 2 shows, we compare original (w/o cap) time breakdowns on each frequency with that under frequency cap (w/ cap). The results shows that the prohibition on over-provisioned frequency won’t lead to time increase in 300MHz; hence the net benefit of power efficiency is guaranteed.

B. Correlating Frequency Cap and Features

SmartCap relies on the system activity features to infer the frequency cap. Together with CPU utilization discussed in Section III-A, we exploit several other CPU-related features to more faithfully capture the computation requirement for CPU. Also, we find these features do not always yield accurate inference (i.e. the predicted frequency cap of an application is equal to its saturated frequency); by combining other two usage features (i.e. touch features and phone movement features) the accuracy can be improved significantly.

1) CPU feature study: Let’s start with the CPU-related features which turn out to be the primary indicators for application’s CPU demand. Three features are exploited: 1) The ratio of Busy Time (\( R_{bt} \)) to total runtime, 2) the percentage of runtime at each frequency rate (\( P_r \)), and 3) the mean and deviation of lengths of Continuously Busy sessions (\( \mu(Lcb) \), \( \delta(Lcb) \)), detailed as follows.

\[ R_{bt} = \frac{\text{accumulated time when CPU utilization} \geq \text{UP_THRESHOLD}}{\text{total runtime}} \]

\[ R_{bt} \text{ is the ratio between accumulated time when CPU utilization keeps at 100% to the total runtime interested. Larger } R_{bt} \text{ usually implies more demand for computation capability. For example, as shown in Figure 3, the } R_{bt} \text{ of Storm is as high as 65%, and the associated frequency cap is 800Mhz. By contrast, the } R_{bt} \text{ of QQ and UC is as low as 30%; it turns out 600MHz frequency cap works well.} \]
However, only $R_0$ is not enough, because it is oblivious to the frequency. For example, different applications may have the same $R_0$, but at different frequency; the application at higher frequency clearly is more computing intensive than that at lower frequency. Hence another feature $P_f$ is involved, as shown in Figure 2, under the original scheme (w/ $R$ cap), applications possess their own $P_f$ values.

Continuously Busy session (CSession) is the time slot when CPU utilization is continuously 100%. Usually a long-lasting and heavy workload will cause large CSessions, which result in high $\mu(Lcb)$. By contrast, a sporadic workload can only lead to small CSessions, which result in low $\mu(Lcb)$. An application with high $\mu(Lcb)$ should be serviced by a high CPU frequency to guarantee responsiveness. We use $\delta(Lcb)$ to further classify different applications with various CPU usage patterns.

While CPU-related features can correctly profile the demand for CPU performance in most cases, we find the inference accuracy is around 70%, still insufficient. This is probably because even if two applications share the similar CPU-related features, they indeed need different frequency caps. From machine learning fundamentals, we need to incorporate more features to differentiate these applications. In view of this, we exploit two more phone usage features, i.e., screen touch features and motion features, to further classify applications.

2) Usage feature study: The first usage feature comes from screen touches. Different types of applications usually own unique screen touch features reflected by the intensity of OS interrupted caused by screen touch. Applications’ touches may show different touch time. For example, a slide over the screen is usually much longer than a click. The interval between touches also varies with different usage scenarios. Considering these cases, we extract three features from screen touch activity: 1) the mean and deviation of the numbers of interrupts ($N_{int}$) caused by touches ($\mu(N_{int})$, $\delta(N_{int})$), 2) the mean of touch’s time length ($\mu(L_{touch})$), and 3) the mean and deviation of lengths of time intervals ($L_{interval}$) between touches ($\mu(L_{interval})$, $\delta(L_{interval})$).

The second usage feature comes from phone motion. Motion features are abstracted from the trace of gravity sensor, as shown in Figure 5. The X-axis is the mean value of gravity on vertical axis of the smartphones’s coordinate system for a set of samples, denoted by $\mu(y)$. The Y-axis is the standard deviation ($\delta(y)$). We plot the $\mu(y)$ and $\delta(y)$ of different applications in Figure 5. For clarity, applications are labeled by game, browser and video. The space is divided into four domains. Domain1 contains applications which need hold the phone horizontally and swap frequently, for example, racing games. Domain2 mainly corresponds to horizontal-holding applications with little swap. Some vertical-holding applications and with little swap motion, like browsers, are in Domain3. Surprisingly, no application locates in Domain4 in our experiments.

The results show that either using CPU features or usage features alone can only achieve around 70% inference accuracy. Combining them together, however, we can improve the accuracy up to 95%. This actually justifies the features exploited above.

3) Machine Learning Procedure: We use the above 12 features as input of our inference model. Our training model employs a three-layer neural network (NN): input layer with 12 neurons, hidden layer with eighteen neurons, and output layer with four neurons. We have tried out more neurons and more complex NN, which does not improve results but aggravate computation. The output layer produces a four-element binary vector corresponding frequency caps of 300MHz, 600MHz, 800MHz, and HIGHER, respectively. Note that if after indicating the “HIGHER” means the application is so performance-hungry that even the highest 800MHz cannot satisfy its appetite. We first collected a large set of data from 20 users with 27 applications as the training set, then feed the information into a training process. Please refer [4] for more model training details.

We implemented a 4-fold cross validation procedure to validate our model. The raw data is divided into four groups and we randomly choose three groups as training set, the other one as validation set. We obtain a average training set accuracy at 92% and cross validation set accuracy at 80%. We also use five new applications which are neither appearing in training set or cross validation set to test the well-trained model. Result shows 82% accuracy can be achieved.

4) SmartCap Implementation: The SmartCap is implemented into a client-server style application. The server is responsible for training the model, then transmits the inference parameters to clients, i.e., the user side smartphone. At user side, SmartCap builds a history table to record each application’s frequency cap obtained from the inference model at its first run. Therefore, for each application, the inference procedure needs to run only once. When an application is evoked, the OS first index the history table. If it turns out to be a miss, then the OS initiates an inference procedure and append a new frequency cap entry to the table for the new application.

Concerning the advent of new types of applications never seen before, SmartCap should adaptively improve itself. Therefore, we provide user interface (UI) to manually adjust individual applications’ frequency cap if need. Meanwhile, our background service will collect this frequency cap value and the trace of system activity, and then submit to our server-side. These data eventually become our new training example for machine learning in order to calibrate our model. Thus, we can constantly improve our inference model.

IV. EXPERIMENTS

A. Experimental setup

Our experimental target is Motorola ME525 running Android 2.2 operating system. We use PowerMonitor [5] to measure realtime power consumption of mobile device. The sample frequency is 5kHz with 0.01 milliwatt resolution. We collected detailed activity traces from 20 users using 27 applications, most of which are top popular ones on Google Play [6]. The total testing time is as long as 20 hours. Each testing session lasts for about 3 minutes, as we described in Section II-B.

B. Inference Accuracy

We define frequency cap as the lowest frequency at which UX is within 0.3 less than that at highest frequency. The inference accuracy for frequency cap is crucial to avoid unexpected UX decline. We therefore first evaluate the inference accuracy. The results shows in Table I, where the diagonal element represents the percentage of correct inferences, which takes up 87.4% of all inferences. The elements in upper triangular matrix show false positive inferences which will lead to loss of opportunity for power saving, but won’t hurt the UX; while the elements in lower triangular matrix show false negative which underrates the frequency cap required, thereby degrading UX. Overall, the false positive only take up 5%, and false negative 11%. From this result, we conclude that in 92.4% scenarios SmartCap won’t hurt the UX, so we can safely use it.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>THE PREDICTION DISTRIBUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
</tr>
<tr>
<td>300MHz</td>
<td>26.1%</td>
</tr>
<tr>
<td>600MHz</td>
<td>4.5%</td>
</tr>
<tr>
<td>800MHz</td>
<td>0%</td>
</tr>
<tr>
<td>HIGHER</td>
<td>0.5%</td>
</tr>
</tbody>
</table>
C. Power Saving

We first study the AP’s power saving. We use PowerMonitor to trace the power consumption of each application for 5 minutes. SmartCap meets the performance of oracle scheme, and power saving ranges from 11% to 84%, depending on applications.

Generally, the power saving for most computing-non-intensive applications such as Storm:Lin and Chinese Chess is very significant, but for computing-intensive scenarios such as Storm:Run and Gofishing is not that much. However, computing-intensity is not always reliable indicator for power saving. Take Need for Speed for example, it’s computing-intensive but surprisingly with a low frequency cap. Fortunately, SmartCap is able to accurately identify these occasions, as the results show. This result proves that SmartCap can reliably target a wide range of power-saving scenarios.

The power saving on AP can contribute to the system-level power saving, which is decided by two factors: 1) the proportion of AP’s power to the whole device’s power, and 2) the relative reduction on AP’s power. The results are shown in Figure 6, where we compare the “Original” scheme, i.e., the linear ONDEMAND DFS strategy, with the SmartCap-enabled DFS strategy. The result shows that system-level power saving ranges from 10 mW to 466 mW with an average value of 82 mW. When the AP dominates the entire system power and also shows high relative power, such as Need for Speed and Storm:Dragon, large system-level power reduction is expected: they each achieves 466mW and 250mW power reduction. Particularly, for some applications such as UC Browser and QQ, although the AP’s power saving is not that very significant, it also contributes to 92 mW and 73 mW power reduction to the entire device. This is because the AP’s basic power consuming dominate the system’s power when running the these applications.

This tends of milliwatt-system-level power reduction is meaningful for smartphone, because it can greatly improve the standby time. Our smartphone’s power at idle state is as small as 25mW, and SmartCap’s average power saving at active state is about 82mW. This means that if the aggregated runtime of the smartphone for five hours, for example, SmartCap can help extend the standby time as long as 16 hours.

V. RELATED WORK

The optimization for smartphones becomes increasingly hot topic with the prevalence of smartphones [7][8][9][10]. Unlike studies focus on power-aware network interface and location sensing [11][12][13] and display [14], our work focuses on another power-hungry component: application processor. There are also many studies on low-power CPU design techniques, such as DFS [15][16] and heterogeneous architecture [17][18]. However, these works either does not target the mobile devices or do not directly respect the UX. Our work fully uses the characteristics of sensor-rich and smartphone applications and users, therefore is different from prior work.

VI. CONCLUSIONS

We proposed SmartCap, a novel scheme to avoid smartphone’s AP frequency over-provisioning. We found in some usage scenarios, the higher frequency does not yield appreciable user experience improvement, hence should be avoided. We developed an inference model based on neural network to accomplish the minimal frequency inference. Experimental Results show that SmartCap can save AP power from 11% to 84%, depending on applications, with little compromising with UX.